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1
SYSTEMS AND METHODS FOR DIRECTED
SOFT DATA PERTURBATION IN LAYERED
DECODING

FIELD OF THE INVENTION

Systems and method relating generally to data processing,
and more particularly to systems and methods for perturbing
soft data in a layered decoder system.

BACKGROUND

Data transfer devices typically include data encoding and
decoding circuitry to aid in the process of transferring and
recovering data. In some cases, the encoding and decoding do
not result in recovering the original data set. Hence, for at
least the aforementioned reasons, there exists a need in the art
for advanced systems and methods for data processing.

SUMMARY

Systems and method relating generally to data processing,
and more particularly to systems and methods for perturbing
soft data in a layered decoder system.

Some embodiments provide data processing systems that
include a layered decoder circuit and a data perturbation
circuit. The layered decoder circuit is operable to apply a data
decode algorithm to a first layer of a decoder input to yield a
first set of hard decision data and a first syndrome, and to a
second layer of a decoder input to yield a second set of hard
decision data and a second syndrome. The data perturbation
circuit is operable to maintain a list of continuous layers
exhibiting a zero value syndrome. The list of continuous
layers exhibiting a zero value syndrome includes hard deci-
sion data for each layer in the list.

This summary provides only a general outline of some
embodiments of the invention. The phrases “in one embodi-
ment,” “according to one embodiment,” “in various embodi-
ments”, “in one or more embodiments”, “in particular
embodiments” and the like generally mean the particular
feature, structure, or characteristic following the phrase is
included in at least one embodiment of the present invention,
and may be included in more than one embodiment of the
present invention. Importantly, such phases do not necessar-
ily refer to the same embodiment. Many other embodiments
of the invention will become more fully apparent from the
following detailed description, the appended claims and the
accompanying drawings.

29 <

BRIEF DESCRIPTION OF THE FIGURES

A further understanding of the various embodiments of the
present invention may be realized by reference to the figures
which are described in remaining portions of the specifica-
tion. In the figures, like reference numerals are used through-
out several figures to refer to similar components. In some
instances, a sub-label consisting of a lower case letter is
associated with a reference numeral to denote one of multiple
similar components. When reference is made to a reference
numeral without specification to an existing sub-label, it is
intended to refer to all such multiple similar components.

FIG. 1 shows a storage device including a read channel
circuit having directed soft data perturbation circuitry in
accordance with various embodiments of the present inven-
tion;
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FIG. 2 depicts a data transmission device including a
receiver having directed soft data perturbation circuitry in
accordance with one or more embodiments of the present
invention;

FIG. 3 a solid state memory circuit including a data pro-
cessing circuit having directed soft data perturbation circuitry
in accordance with some embodiments of the present inven-
tion;

FIG. 4 depicts a data processing system including a
directed soft data perturbation circuit in part governing opera-
tion of a data decoding circuit in accordance with various
embodiments of the present invention;

FIGS. 5A-5B are flow diagrams showing a method for data
processing in accordance with some embodiments of the
present invention;

FIGS. 6-8 show different methods for layered decoding
including directed soft data perturbation in accordance with
various embodiments of the present invention; and

FIG. 9 graphically represents an example parity check
matrix including rows that are processed as layers, and col-
umns that are used to compare with other layers.

DETAILED DESCRIPTION OF SOME
EMBODIMENTS

Systems and method relating generally to data processing,
and more particularly to systems and methods for perturbing
soft data in a layered decoder system.

Various embodiments of the present invention relies on a
continuous zero syndrome running list (hereinafter the “CZS
List” or “list of continuous layers exhibiting a zero value
syndrome”). Some embodiments provide data processing
systems that include a layered decoder circuit and a data
perturbation circuit. The layered decoder circuit is operable to
apply a data decode algorithm to a first layer of a decoder
input to yield a first set of hard decision data and a first
syndrome, and to a second layer of a decoder input to yield a
second set of hard decision data and a second syndrome. The
data perturbation circuit is operable to maintain a list of
continuous layers exhibiting a zero value syndrome. The list
of continuous layers exhibiting a zero value syndrome
includes hard decision data for each layer in the list. In some
cases, the data decode algorithm is a low density parity check
algorithm. In various cases, the system is implemented as part
of a communication device. In other cases, the system is
implemented as a storage device. In one or more cases, the
system is implemented as part of an integrated circuit.

In some instances of the aforementioned embodiments, the
data perturbation circuit is further operable to empty the list of
continuous layers exhibiting a zero value syndrome when the
second syndrome is non-zero. In various instances, the data
perturbation circuit is further operable to: determine that the
second syndrome is non-zero; and perform at least one deci-
sion flip in the second set ofhard decision data to yield a zero
value for the second syndrome and an updated set of hard
decision data. In some such instances, the data perturbation
circuit is further operable to augment the list of continuous
layers exhibiting a zero value syndrome to include the
updated set of hard decision data. In one or more instances of
the aforementioned embodiments, the data perturbation cir-
cuit is further operable to augment the list of continuous
layers exhibiting a zero value syndrome to include the second
set of hard decision data when the second syndrome is non-
Zero.

In various instances of the aforementioned embodiments
where the list of continuous layers exhibiting a zero value
includes the first set of hard decision data, the data perturba-
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tion circuit is further operable to compare the second set of
hard decision data with corresponding elements in the first set
otf’hard decision data to yield a set of conflicts, wherein the set
of conflicts indicates locations where the second set of hard
decision data does not agree with a corresponding element in
the first set of hard decision data. In some cases, the data
perturbation circuit is further operable to dampen a soft deci-
sion corresponding to an element of the second hard decision
data at a location in the set of conflicts. In some cases, the data
perturbation circuit includes a multiplier circuit, and wherein
dampening the soft decision corresponding to the element of
the second hard decision data at the location in the set of
conflicts includes multiplying the soft decision by a scalar
value. In one particular case, the scalar value is user program-
mable. In another particular case, the scalar value varies as a
function of the number of layers represented in the list of
continuous layers exhibiting a zero value syndrome.

Other embodiments of the present invention provide meth-
ods for data processing that include: applying a data decode
algorithm by a data decoder circuit to a first layer of a decoder
input to yield a first set of hard decision data and a first
syndrome, and to a second layer of a decoder input to yield a
second set of hard decision data and a second syndrome; and
maintaining a list of continuous layers exhibiting a zero value
syndrome. The list of continuous layers exhibiting a zero
value syndrome includes at least the first set of hard decision
data.

In some instances of the aforementioned embodiments, the
methods further includes emptying the list of continuous
layers exhibiting a zero value syndrome when the second
syndrome is non-zero. In one or more instances of the afore-
mentioned embodiments the methods further include aug-
menting the list of continuous layers exhibiting a zero value
syndrome to include the second set of hard decision data
when the second syndrome is non-zero. In various instances
of the aforementioned embodiments, the methods further
include: determining that the second syndrome is non-zero;
and performing at least one decision flip in the second set of
hard decision data to yield a zero value for the second syn-
drome and an updated set of hard decision data.

In various instances of the aforementioned embodiments
where the list of continuous layers exhibiting a zero value
includes the first set of hard decision data, the methods further
include comparing the second set of hard decision data with
corresponding elements in the first set of hard decision data to
yield a set of conflicts, wherein the set of conflicts indicates
locations where the second set of hard decision data does not
agree with a corresponding element in the first set of hard
decision data. In some such instances, the methods further
include dampening a soft decision corresponding to an ele-
ment of the second hard decision data at a location in the set
of conflicts.

Turning to FIG. 1, a storage system 100 is shown that
includes a read channel circuit 110 having directed soft data
perturbation circuitry in accordance with one or more
embodiments of the present invention. Storage system 100
may be, for example, a hard disk drive. Storage system 100
also includes a preamplifier 170, an interface controller 120,
a hard disk controller 166, a motor controller 168, a spindle
motor 172, a disk platter 178, and a read/write head 176.
Interface controller 120 controls addressing and timing of
data to/from disk platter 178, and interacts with a host con-
troller (not shown). The data on disk platter 178 consists of
groups of magnetic signals that may be detected by read/write
head assembly 176 when the assembly is properly positioned
over disk platter 178. In one embodiment, disk platter 178
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includes magnetic signals recorded in accordance with either
a longitudinal or a perpendicular recording scheme.

In a typical read operation, read/write head 176 is accu-
rately positioned by motor controller 168 over a desired data
track on disk platter 178. Motor controller 168 both positions
read/write head 176 in relation to disk platter 178 and drives
spindle motor 172 by moving read/write head assembly 176
to the proper data track on disk platter 178 under the direction
of hard disk controller 166. Spindle motor 172 spins disk
platter 178 at a determined spin rate (RPMs). Once read/write
head 176 is positioned adjacent the proper data track, mag-
netic signals representing data on disk platter 178 are sensed
by read/write head 176 as disk platter 178 is rotated by spindle
motor 172. The sensed magnetic signals are provided as a
continuous, minute analog signal representative of the mag-
netic data on disk platter 178. This minute analog signal is
transferred from read/write head 176 to read channel circuit
110 via preamplifier 170. Preamplifier 170 is operable to
amplify the minute analog signals accessed from disk platter
178. In turn, read channel circuit 110 decodes and digitizes
the received analog signal to recreate the information origi-
nally written to disk platter 178. This data is provided as read
data 103 to a receiving circuit. A write operation is substan-
tially the opposite of the preceding read operation with write
data 101 being provided to read channel circuit 110. This data
is then encoded and written to disk platter 178.

In operation, data accessed from disk platter 178 is pro-
cessed using a layered decoding algorithm. The layered
decoding algorithm utilizes a layer complete list to maintain
a map of layers that have completed without conflicts
between the layers. In some embodiments, the soft data in one
or more layers is modified around locations of conflict. The
data processing including layered decoding may be imple-
mented similar to that discussed below in relation to FIG. 4.
The data processing may be completed using a method such
as that discussed in relation to FIGS. 5A-5B and 6-8.

It should be noted that storage system 100 may be inte-
grated into a larger storage system such as, for example, a
RAID (redundant array of inexpensive disks or redundant
array of independent disks) based storage system. Such a
RAID storage system increases stability and reliability
through redundancy, combining multiple disks as a logical
unit. Data may be spread across a number of disks included in
the RAID storage system according to a variety of algorithms
and accessed by an operating system as if it were a single disk.
For example, data may be mirrored to multiple disks in the
RAID storage system, or may be sliced and distributed across
multiple disks in a number of techniques. Ifa small number of
disks in the RAID storage system fail or become unavailable,
error correction techniques may be used to recreate the miss-
ing data based on the remaining portions of the data from the
other disks in the RAID storage system. The disks in the
RAID storage system may be, but are not limited to, indi-
vidual storage systems such as storage system 100, and may
belocated in close proximity to each other or distributed more
widely for increased security. In a write operation, write data
is provided to a controller, which stores the write data across
the disks, for example by mirroring or by striping the write
data. In a read operation, the controller retrieves the data from
the disks. The controller then yields the resulting read data as
if the RAID storage system were a single disk.

A data decoder circuit used in relation to read channel
circuit 110 may be, but is not limited to, a low density parity
check (LDPC) decoder circuit as are known in the art. Such
low density parity check technology is applicable to trans-
mission of information over virtually any channel or storage
of'information on virtually any media. Transmission applica-
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tions include, but are not limited to, optical fiber, radio fre-
quency channels, wired or wireless local area networks, digi-
tal subscriber line technologies, wireless cellular, Ethernet
over any medium such as copper or optical fiber, cable chan-
nels such as cable television, and Earth-satellite communica-
tions. Storage applications include, but are not limited to,
hard disk drives, compact disks, digital video disks, magnetic
tapes and memory devices such as DRAM, NAND flash,
NOR flash, other non-volatile memories and solid state
drives.

In addition, it should be noted that storage system 100 may
be modified to include solid state memory that is used to store
data in addition to the storage offered by disk platter 178. This
solid state memory may be used in parallel to disk platter 178
to provide additional storage. In such a case, the solid state
memory receives and provides information directly to read
channel circuit 110. Alternatively, the solid state memory
may be used as a cache where it offers faster access time than
that offered by disk platted 178. In such a case, the solid state
memory may be disposed between interface controller 120
and read channel circuit 110 where it operates as a pass
through to disk platter 178 when requested data is not avail-
able in the solid state memory or when the solid state memory
does not have sufficient storage to hold a newly written data
set. Based upon the disclosure provided herein, one of ordi-
nary skill in the art will recognize a variety of storage systems
including both disk platter 178 and a solid state memory.

Turning to FIG. 2, a data transmission system 200 includ-
ing a receiver 220 having directed soft data perturbation cir-
cuitry in accordance with one or more embodiments of the
present invention. A transmitter 210 transmits encoded data
via a transfer medium 230 as is known in the art. The encoded
data is received from transfer medium 230 by receiver 220.

In operation, data received by receiver 220 is processed
using a layered decoding algorithm. The layered decoding
algorithm utilizes a layer complete list to maintain a map of
layers that have completed without conflicts between the
layers. In some embodiments, the soft data in one or more
layers is modified around locations of conflict. The data pro-
cessing including layered decoding may be implemented
similar to that discussed below in relation to FIG. 4. The data
processing may be completed using a method such as that
discussed in relation to FIGS. 5A-5B and 6-8.

Turningto FIG. 3, another storage system 300 is shown that
includes a data processing circuit 310 having directed soft
data perturbation circuitry in accordance with one or more
embodiments of the present invention. A host controller cir-
cuit 305 receives data to be stored (i.e., write data 301). Solid
state memory access controller circuit 340 may be any circuit
known in the art that is capable of controlling access to and
from a solid state memory. Solid state memory access con-
troller circuit 340 formats the received encoded data for trans-
fer to a solid state memory 350. Solid state memory 350 may
be any solid state memory known in the art. In some embodi-
ments of the present invention, solid state memory 350 is a
flash memory. Later, when the previously written data is to be
accessed from solid state memory 350, solid state memory
access controller circuit 340 requests the data from solid state
memory 350 and provides the requested data to data process-
ing circuit 310. In turn, data processing circuit 310 processes
the requested data using a layered decoding algorithm. The
layered decoding algorithm utilizes a layer complete list to
maintain a map of layers that have completed without con-
flicts between the layers. In some embodiments, the soft data
in one or more layers is modified around locations of conflict.
The data processing including layered decoding may be
implemented similar to that discussed below in relation to
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FIG. 4. The data processing may be completed using a
method such as that discussed in relation to FIGS. SA-5B and
6-8.

Turning to FIG. 4, a data processing system 400 including
a directed soft data perturbation circuit 479 in part governing
operation of a data decoding circuit 470 in accordance with
various embodiments of the present invention. Data process-
ing system 400 includes an analog front end circuit 410 that
receives an analog signal 405. Analog front end circuit 410
processes analog signal 405 and provides a processed analog
signal 412 to an analog to digital converter circuit 414. Ana-
log front end circuit 410 may include, but is not limited to, an
analog filter and an amplifier circuit as are known in the art.
Based upon the disclosure provided herein, one of ordinary
skill in the art will recognize a variety of circuitry that may be
included as part of analog front end circuit 410. In some cases,
analog signal 405 is derived from a read/write head assembly
(not shown) that is disposed in relation to a storage medium
(not shown). In other cases, analog signal 405 is derived from
a receiver circuit (not shown) that is operable to receive a
signal from a transmission medium (not shown). The trans-
mission medium may be wired or wireless. Based upon the
disclosure provided herein, one of ordinary skill in the art will
recognize a variety of source from which analog input 405
may be derived.

Analog to digital converter circuit 414 converts processed
analog signal 412 into a corresponding series of digital
samples 416. Analog to digital converter circuit 414 may be
any circuit known in the art that is capable of producing
digital samples corresponding to an analog input signal.
Based upon the disclosure provided herein, one of ordinary
skill in the art will recognize a variety of analog to digital
converter circuits that may be used in relation to different
embodiments of the present invention. Digital samples 416
are provided to an equalizer circuit 420. Equalizer circuit 420
applies an equalization algorithm to digital samples 416 to
yield an equalized output 425. In some embodiments of the
present invention, equalizer circuit 420 is a digital finite
impulse response filter circuit as are known in the art. It may
be possible that equalized output 425 may be received
directly from a storage device in, for example, a solid state
storage system. In such cases, analog front end circuit 410,
analog to digital converter circuit 414 and equalizer circuit
420 may be eliminated where the data is received as a digital
data input. Equalized output 425 is stored to an input buffer
453 that includes sufficient memory to maintain a number of
codewords until processing of that codeword is completed
through a data detector circuit 430 and low density parity
check (LDPC) decoding circuit 470 including, where war-
ranted, multiple global iterations (passes through both data
detector circuit 430 and LDPC decoding circuit 470) and/or
local iterations (passes through LDPC decoding circuit 470
during a given global iteration). An output 457 is provided to
data detector circuit 430.

Data detector circuit 430 may be a single data detector
circuit or may be two or more data detector circuits operating
in parallel on different codewords. Whether it is a single data
detector circuit or a number of data detector circuits operating
in parallel, data detector circuit 430 is operable to apply a data
detection algorithm to a received codeword or data set. In
some embodiments of the present invention, data detector
circuit 430 is a Viterbi algorithm data detector circuit as are
known in the art. In other embodiments of the present inven-
tion, data detector circuit 430 is a maximum a posteriori data
detector circuit as are known in the art. Of note, the general
phrases “Viterbi data detection algorithm” or “Viterbi algo-
rithm data detector circuit” are used in their broadest sense to
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mean any Viterbi detection algorithm or Viterbi algorithm
detector circuit or variations thereof including, but not limited
to, bi-direction Viterbi detection algorithm or bi-direction
Viterbi algorithm detector circuit. Also, the general phrases
“maximum a posteriori data detection algorithm” or “maxi-
mum a posteriori data detector circuit” are used in their broad-
est sense to mean any maximum a posteriori detection algo-
rithm or detector circuit or variations thereof including, but
not limited to, simplified maximum a posteriori data detection
algorithm and a max-log maximum a posteriori data detection
algorithm, or corresponding detector circuits. Based upon the
disclosure provided herein, one of ordinary skill in the art will
recognize a variety of data detector circuits that may be used
in relation to different embodiments of the present invention.
In some cases, one data detector circuit included in data
detector circuit 430 is used to apply the data detection algo-
rithm to the received codeword for a first global iteration
applied to the received codeword, and another data detector
circuit included in data detector circuit 430 is operable apply
the data detection algorithm to the received codeword guided
by a decoded output accessed from a central memory circuit
450 on subsequent global iterations.

Upon completion of application of the data detection algo-
rithm to the received codeword on the first global iteration,
data detector circuit 430 provides a detector output 433.
Detector output 433 includes soft data. As used herein, the
phrase “soft data” is used in its broadest sense to mean reli-
ability data with each instance of the reliability data indicat-
ing a likelihood that a corresponding bit position or group of
bit positions has been correctly detected. In some embodi-
ments of the present invention, the soft data or reliability data
is log likelihood ratio data as is known in the art. Detector
output 433 is provided to a local interleaver circuit 442. Local
interleaver circuit 442 is operable to shuftle sub-portions (i.e.,
local chunks) of the data set included as detected output and
provides an interleaved codeword 446 that is stored to central
memory circuit 450. Local interleaver circuit 442 may be any
circuit known in the art that is capable of shuffling data sets to
yield a re-arranged data set. Interleaved codeword 446 is
stored to central memory circuit 450.

Once LDPC decoding circuit 470 is available, a previously
stored interleaved codeword 446 is accessed from central
memory circuit 450 as a stored codeword 486 and globally
interleaved by a global interleaver/de-interleaver circuit 484.
Global interleaver/de-interleaver circuit 484 may be any cir-
cuit known in the art that is capable of globally rearranging
codewords. Global interleaver/De-interleaver circuit 484 pro-
vides a decoder input 452 into LDPC decoding circuit 470.
LDPC decoding circuit 470 applies one or more iterations or
a layered data decoding algorithm to decoder input 452 to
yield a decoded output 471. In cases where another local
iteration (i.e., another pass through LDPC decoding circuit
470) is desired (i.e., decoding failed to converge and more
local iterations are allowed), LDPC decoding circuit 470
re-applies the layered data decoding algorithm to decoder
input 452 guided by decoded output 471. This continues until
either a maximum number of local iterations is exceeded or
decoded output 471 converges (i.e., completion of standard
processing).

In one embodiment of the present invention, a directed soft
data perturbation circuit 479 maintains a CZS list indicating
layers that completely agreed on the hard decision values of
all variables nodes of the layered data decoding algorithm.
Any change in a hard decision indicates that the syndrome
values corresponding to the old value of this bit are no longer
valid and need to be revisited, and as such the size of the CZS
list is reduced to only include layers which are in complete
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agreement. Of note, a change in a hard decision between
layers does not trigger a recalculation of the whole syndrome
for the previously decoded conflicting layer. The syndrome is
calculated only for the current layer, which reduces unneces-
sary calculation of layer syndromes at each layer processing.

In operation, LDPC decoding circuit 470 applies a local
iteration to a layer of decoder input 452 to yield a syndrome
that is provided to directed soft data perturbation circuit 479
as a syndrome value 473 along with the hard decisions and/or
soft decisions for the layer that are provided as a data output
474. Where syndrome value 473 is non-zero, directed soft
data perturbation circuit 479 empties the CZS list.

Alternatively, where syndrome value 473 is zero (e.g., all
of the parity check equations resolve), directed soft data per-
turbation circuit 479 determines whether any of the hard
decisions for the current layer are in conflict with any of the
hard decisions from other layers identified in the CZS list.
This is done by assuring that each hard decision in the current
result (i.e., thehard decisions for the current layer) is the same
as each result from the other layers indicated in the CZS list
for the same column position. FIG. 9 shows an example parity
check matrix 900 including rows 9104-910f that are pro-
cessed as layers, and columns 9204-920p that are used to
compare with other layers. Elements 0-49 indicate locations
of hard decisions in parity check matrix. Using parity check
matrix as an example and assuming the most recently pro-
cessed layer corresponds to row 910¢ and the CZS list only
includes hard decisions corresponding to row 910q (i.c., the
L[i-2] layer and row 9105 is the L[i-1] layer) layer, then
checking to assure that the hard decision in the current result
is the same as each result from the other layers indicated in the
CZS8 list for the same column position includes: assuring that
a hard decision 16 is the same as a hard decision 1 (i.e., there
are no conflicts between the hard decisions in column 920c¢);
assuring that a hard decision 17 is the same as a hard decision
9 (i.e., there are no conflicts between the hard decisions in
column 9204); assuring that a hard decision 18 is the same as
ahard decision 10 (i.e., there are no conflicts between the hard
decisions in column 920e); assuring that a hard decision 20 is
the same as a hard decision 3 (i.e., there are no conflicts
between the hard decisions in column 920/); assuring that a
hard decision 21 is the same as a hard decision 13 (i.e., there
are no conflicts between the hard decisions in column 9205);
and assuring that a hard decision 24 is the same as a hard
decision 6 (i.e., there are no conflicts between the hard deci-
sions in column 920p).

Where directed soft data perturbation circuit 479 deter-
mines that the current layer does not have any conflicts with
any of the other layers in the CZS list, the current layer is
added to the CZS list. Thus, using the preceding example that
refers to FIG. 9 where it is found that hard decision 16 is the
same as a hard decision 1, hard decision 17 is the same as a
hard decision 9, hard decision 18 is the same as a hard deci-
sion 10, hard decision 20 is the same as a hard decision 3, hard
decision 21 is the same as a hard decision 13, and hard
decision 24 is the same as a hard decision 6, then the CZS list
is augmented to include the L[i] corresponding to row 910¢ in
addition to the layers corresponding to rows 910a and 9105.
Directed soft data perturbation circuit 479 then determines
whether the CZS list has achieved its maximum list size. The
maximum size of the CZS list is the number of layers in the
parity matrix. Again, using parity matrix 900 of FIG. 9, the
maximum size is six (i.e., the number of rows 910a-910f).
Based upon the disclosure provided herein, one of ordinary
skill in the art will recognize other numbers of layers that may
be processed in accordance with different embodiments of the
present invention. Where the CZS list is the maximum list
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size, then all of the errors have been corrected and the layered
decode algorithm is considered to have converged which is
indicated to LDPC decoding circuit 470 as a convergence
indicator 476.

Alternatively, where it is determined that the current layer
does have conflicts with any of the other layers in the CZS list,
directed soft data perturbation circuit 479 identifies the latest
layer exhibiting a conflict with the current layer. Thus, using
the preceding example that refers to FIG. 9, where the only
conflict is that hard decision 16 is not the same as hard
decision 1, then the latest layer exhibiting a conflict is the
layer corresponding to row 910a. Directed soft data pertur-
bation circuit 479 updates the CZS list to include the most
recent layer and all other layers forming a continuous set of
layers back to the latest layer exhibiting a conflict. Thus,
using the preceding example that refers to FIG. 9 and assum-
ing the current layer corresponds to row 910c and the latest
layer exhibiting a conflict is the second preceding layer (i.e.,
the L[i-2] layer is the second preceding layer and the L[i-1]
layer is the first preceding layer) layer and the current layer
corresponding to row 910a, then the CZS list is modified by
directed soft data perturbation circuit 479 to include the cur-
rent layer corresponding to row 910c and first preceding layer
corresponding to row 9104.

Directed soft data perturbation circuit 479 determines
whether the current layer is the last layer in decoder input 452.
Thus, using parity check matrix 900 as an example, the maxi-
mum value of the layer counter is six (i.e., the number of rows
910a-910f). Again, based upon the disclosure provided
herein, one of ordinary skill in the art will recognize other
numbers of layers that may be processed in accordance with
different embodiments of the present invention. Where
directed soft data perturbation circuit 479 determines that the
current layer is not the last layer in decoder input 452, the next
layer is selected and the aforementioned processing is per-
formed on the next layer.

Alternatively, where directed soft data perturbation circuit
479 determines that the current layer is the last layer in
decoder input 452, it is determined by directed soft data
perturbation circuit 479 whether another local iteration is to
be performed. In some cases, ten local iterations are allowed
per each global iteration. Based upon the disclosure provided
herein, one of ordinary skill in the art will recognize another
number of local iterations that may be used in relation to
different embodiments of the present invention. Where
another local iteration is desired, the initial layer in decoder
input 452 is selected and the aforementioned processing is
performed on the initial layer. Alternatively, where no addi-
tional local iterations of the layered data decode algorithm are
desired, then a failure to converge is indicated via conver-
gence indicator 476.

In another embodiment of the present invention, directed
soft data perturbation circuit 479 similarly maintains a CZS
list indicating layers that completely agreed (after modifica-
tion) on the hard decision values of all variables nodes of the
layered data decoding algorithm. In this approach, when a
codeword is close to convergence changing a limited number
of hard decision values allows for reducing the number of
hard decision conflicts and thereby artificially increasing the
size of the CZS list that is maintained without divergence. In
some cases, the reversal of the conflicts in the hard decisions
may be done by changing the sign ofthe a posteriori LLR data
of'a current layer or the latest layer exhibiting a conflict. Such
an a posteriori LLR data is obtained by adding the variable
node to check node message of the current bit or symbol to the
check node to variable node message from the last non-zero
circulant at the same column. In some cases, a counter of how
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many hard decision modifications of the current variable bit
occurred since the start of decoding helps to decide whether
the current bit is a reliable candidate for hard decision modi-
fication. Where the syndrome of a current layer is non-zero,
an odd number of hard decision meodifications is needed to
make the current syndrome value zero and increase the size of
the CZS list. In some embodiments, there is a budget of
allowable number of hard decision modifications per layer
and another budget of an overall number of hard decision
modifications that are allowed for the combined layers. Lim-
iting the number of allowable hard decision modifications
reduces the possibility of increased mis-correction probabil-
ity.

In operation, LDPC decoding circuit 470 applies a local
iteration to a layer of decoder input 452 to yield a syndrome
that is provided to directed soft data perturbation circuit 479
as a syndrome value 473 along with the hard decisions and/or
soft decisions for the layer that are provided as a data output
474. Where syndrome value 473 is non-zero, directed soft
data perturbation circuit 479 determines whether the size of
the CZS list exceeds an interim threshold. The interim size is
a size sufficient to indicate that the currently processing code-
word is close to convergence. As one example, the interim
size may be a size within three of a full CZS list. Based upon
the disclosure provided herein, one of ordinary skill in the art
may recognize other sizes that may be used as the interim size
in accordance with different embodiments of the present
invention.

Where directed soft data perturbation circuit 479 deter-
mines that the CZS list is not greater than the interim size, the
CZS8 list is emptied. Alternatively, where it is determined that
the CZS list is greater than the interim size, it is determined
whether a limited, odd number of location value changes can
be identified to make the syndrome equal to zero (i.e., can a
limited, odd number of decision flips yield a syndrome of zero
for the current layer?). As used herein, a “location value
change” is used in its broadest sense to mean the modification
of either or both hard or soft decision data for a particular bit
or symbol. In some embodiments of the present invention, the
limited, odd number of location value changes is less than ten
percent of the number of bits or symbols for a given layer.
Where such value changes are not capable of yielding a value
of zero for the syndrome, the CZS list is emptied. Alterna-
tively, where such value changes are capable of yielding a
value of zero for the syndrome, the value changes are made by
directed soft data perturbation circuit 479. The data including
the location value changes is returned to LDPC decoder cir-
cuit 470 as a data return 477 and used to guide the next
iteration of LDPC data decoding circuit 470.

Alternatively, where syndrome value 473 is zero (e.g., all
of the parity check equations resolve), directed soft data per-
turbation circuit 479 determines whether any of the hard
decisions for the current layer are in conflict with any of the
hard decisions from other layers identified in the CZS list.
This is done by assuring that each hard decision in the current
result (i.e., thehard decisions for the current layer) is the same
as each result from the other layers indicated in the CZS list
for the same column position. Again, FIG. 9 shows an
example parity check matrix 900 including rows 910a-910f
that are processed as layers, and columns 920a-920p that are
used to compare with other layers. Elements 0-49 indicate
locations of hard decisions in parity check matrix. Using
parity check matrix as an example and assuming the most
recently processed layer corresponds to row 910c¢ and the
CZS8 list only includes hard decisions corresponding to row
910aq layer, then checking to assure that the hard decision in
the current result is the same as each result from the other
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layers indicated in the CZS list for the same column position
includes: assuring that a hard decision 16 is the same as a hard
decision 1 (i.e., there are no conflicts between the hard deci-
sions in column 920c¢); assuring that a hard decision 17 is the
same as a hard decision 9 (i.e., there are no conflicts between
the hard decisions in column 9204d); assuring that a hard
decision 18 is the same as a hard decision 10 (i.e., there are no
conflicts between the hard decisions in column 920e); assur-
ing that a hard decision 20 is the same as a hard decision 3
(i.e., there are no conflicts between the hard decisions in
column 9204); assuring that a hard decision 21 is the same as
ahard decision 13 (i.e., there are no conflicts between the hard
decisions in column 920j); and assuring that a hard decision
24 is the same as a hard decision 6 (i.e., there are no conflicts
between the hard decisions in column 920p).

Where directed soft data perturbation circuit 479 deter-
mines that the current layer does not have any conflicts with
any of the other layers in the CZS list, the current layer is
added to the CZS list maintained by directed soft data pertur-
bation circuit 479. Thus, using the preceding example that
refers to FIG. 9 where it is found that hard decision 16 is the
same as a hard decision 1, hard decision 17 is the same as a
hard decision 9, hard decision 18 is the same as a hard deci-
sion 10, hard decision 20 is the same as a hard decision 3, hard
decision 21 is the same as a hard decision 13, and hard
decision 24 is the same as a hard decision 6, then the CZS list
is augmented to include the current layer corresponding to
row 910¢ in addition to the layers corresponding to rows 910a
and 9105. Directed soft data perturbation circuit 479 then
determines whether the CZS list has achieved its maximum
list size. The maximum size of the CZS list is the number of
layers in the parity matrix. Again, using parity matrix 900 of
FIG. 9, the maximum size is six (i.e., the number of rows
910a-910f). Based upon the disclosure provided herein, one
of ordinary skill in the art will recognize other numbers of
layers that may be processed in accordance with different
embodiments of the present invention. Where directed soft
data perturbation circuit 479 is the maximum list size, then all
of the errors have been corrected and the layered decode
algorithm is considered to have converged which is indicated
via convergence indicator 476.

Alternatively, where it is determined that the current layer
does have conflicts with any of the other layers in the CZS list,
directed soft data perturbation circuit 479 identifies the latest
layer exhibiting a conflict with the current layer. Thus, using
the preceding example that refers to FIG. 9, where the only
conflict is that hard decision 16 is not the same as hard
decision 1, then the latest layer exhibiting a conflict is the
layer corresponding to row 910q. In addition, it is determined
whether a limited, even number of decision flips can be iden-
tified to make the latest layer exhibiting a conflict farther in
the past (i.e., can a limited, even number of decision flips
increase the distance between the current layer and the layer
exhibiting a conflict?). As used herein, a “decision flip” is
used in its broadest sense to mean the modification of a hard
decision value. In the case of binary decoding, a decision flip
is the change of a hard decision from one binary state to
another binary state. In some embodiments of the present
invention, the limited, even number of decision flips is less
than one percent of the number of hard decisions in a given
layer. Based upon the disclosure provided herein, one of
ordinary skill in the art will recognize other numbers that may
be used in relation to different embodiments of the present
invention. As an example, assume that the second previous
layer exhibits four conflicts with the current layer, that the
number four is less than or equal to the limited, even number
of decision flips, and that flipping the decisions in the second
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previous layer resolves all conflicts between the current layer
and the fifth preceding layer (i.e., the L[i-5] layer), then the
condition is met.

Where the condition is met, the identified conflicting hard
decisions are modified by directed soft data perturbation cir-
cuit to resolve the conflict, and the process of identifying the
new latest layer exhibiting a conflict with the current layer
and whether the list size can be further increased. Alterna-
tively, where the condition is not met, directed soft data per-
turbation circuit 479 the CZS list is updated to include the
current layer and all other layers forming a continuous set of
layers back to the latest layer exhibiting a conflict. Thus,
using the previously discussed example where the next con-
flict is with the L[i-5] layer, then the CZS list is modified to
include the L[i] layer, the L[i-1] layer, the L[i-2] layer, the
L[i-3] layer and the L[i-4] layer. The data including the
location value changes is returned to LDPC decoder circuit
470 as a data return 477 and used to guide the next iteration of
LDPC data decoding circuit 470.

Directed soft data perturbation circuit 479 determines
whether the current layer is the last layer in decoder input 452.
Thus, using parity check matrix 900 as an example, the maxi-
mum value of the layer counter is six (i.e., the number of rows
910a-910f). Again, based upon the disclosure provided
herein, one of ordinary skill in the art will recognize other
numbers of layers that may be processed in accordance with
different embodiments of the present invention. Where
directed soft data perturbation circuit 479 determines that the
current layer is not the last layer in decoder input 452, the next
layer is selected and the aforementioned processing is per-
formed on the next layer.

Alternatively, where directed soft data perturbation circuit
479 determines that the current layer is the last layer in
decoder input 452, it is determined by directed soft data
perturbation circuit 479 whether another local iteration is to
be performed. In some cases, ten local iterations are allowed
per each global iteration. Based upon the disclosure provided
herein, one of ordinary skill in the art will recognize another
number of local iterations that may be used in relation to
different embodiments of the present invention. Where
another local iteration is desired, the initial layer in decoder
input 452 is selected and the aforementioned processing is
performed on the initial layer. Alternatively, where no addi-
tional local iterations of the layered data decode algorithm are
desired, then a failure to converge is indicated via conver-
gence indicator 476.

In yet another embodiment of the present invention,
directed soft data perturbation circuit 479 similarly maintains
aCZS listindicating layers that completely agreed on the hard
decision values of all variables nodes of the layered data
decoding algorithm. This approach relies on a presumption
that where hard decision conflicts are identified, it is an indi-
cation of weak confidence at that location. The approach
reduces the soft data corresponding to locations where there
is a hard decision conflict, thus causing the next local iteration
and/or global iteration to make changes to that location.
While not specifically disclosed herein, it should be noted that
such soft data dampening may be combined with the previ-
ously discussed hard decision modification. In some cases,
the soft data dampening may be implemented by multiplying
the soft data by a scalar value. In some cases, the scalar value
is user programmable. A more aggressive dampening (i.e.,
use of a lower scalar value) may be used as convergence is
closer. Said another way, the scalar may be varied as a func-
tion of the size of the CZS list. In one particular embodiment
of the present invention, a larger CZS list indicates a closer
convergence and thus a lower scalar value is selected com-
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pared with a smaller scalar value selected for a smaller CZS
list. As one particular example, where the CZS list is less than
three layers, a scalar value of 0.7 is used. Where the CZS list
grows to five layers, a scalar value of 0.5 is used. Where the
CZS list grows to seven layers, a scalar value of 0.3 is used.
Based upon the disclosure provided herein, one of ordinary
skill in the art will recognize other scalar values that may be
used as a function of the size ofthe CZS list. Alternatively, the
scalar value may be selected as a function of how often a
particular hard decision has been modified. A large number of
modifications indicating a weaker confidence, and thus a
lower scalar value.

In operation, LDPC decoding circuit 470 applies a local
iteration to a layer of decoder input 452 to yield a syndrome
that is provided to directed soft data perturbation circuit 479
as a syndrome value 473 along with the hard decisions and/or
soft decisions for the layer that are provided as a data output
474. Where syndrome value 473 is non-zero, directed soft
data perturbation circuit 479 empties the CZS list.

Alternatively, where syndrome value 473 is zero (e.g., all
of the parity check equations resolve), directed soft data per-
turbation circuit 479 determines whether any of the hard
decisions for the current layer are in conflict with any of the
hard decisions from other layers identified in the CZS list.
This is done by assuring that each hard decision in the current
result (i.e., thehard decisions for the current layer) is the same
as each result from the other layers indicated in the CZS list
for the same column position. Again, FIG. 9 shows an
example parity check matrix 900 including rows 910a-910f
that are processed as layers, and columns 920a-920p that are
used to compare with other layers. Elements 0-49 indicate
locations of hard decisions in parity check matrix. Using
parity check matrix as an example and assuming the most
recently processed layer corresponds to row 910¢ and the
CZS8 list only includes hard decisions corresponding to row
910q (i.e., the L[i-2] layer and row 9105 is the L[i-1] layer)
layer, then checking to assure that the hard decision in the
current result is the same as each result from the other layers
indicated in the CZS list for the same column position
includes: assuring that a hard decision 16 is the same as a hard
decision 1 (i.e., there are no conflicts between the hard deci-
sions in column 920c¢); assuring that a hard decision 17 is the
same as a hard decision 9 (i.e., there are no conflicts between
the hard decisions in column 9204d); assuring that a hard
decision 18 is the same as a hard decision 10 (i.e., there are no
conflicts between the hard decisions in column 920e); assur-
ing that a hard decision 20 is the same as a hard decision 3
(i.e., there are no conflicts between the hard decisions in
column 9204); assuring that a hard decision 21 is the same as
ahard decision 13 (i.e., there are no conflicts between the hard
decisions in column 920j); and assuring that a hard decision
24 is the same as a hard decision 6 (i.e., there are no conflicts
between the hard decisions in column 920p).

Where directed soft data perturbation circuit 479 deter-
mines that the current layer does not have any conflicts with
any of the other layers in the CZS list, the current layer is
added to the CZS list by directed soft data perturbation circuit
479. Thus, using the preceding example that refers to FIG. 9
where it is found that hard decision 16 is the same as a hard
decision 1, hard decision 17 is the same as a hard decision 9,
hard decision 18 is the same as a hard decision 10, hard
decision 20 is the same as a hard decision 3, hard decision 21
is the same as a hard decision 13, and hard decision 24 is the
same as a hard decision 6, then the CZS list is augmented to
include the cureent layer corresponding to row 910¢ in addi-
tion to the layers corresponding to rows 910a and 91054.
Directed soft data perturbation circuit 479 then determines
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whether the CZS list has achieved its maximum list size. The
maximum size of the CZS list is the number of layers in the
parity matrix. Again, using parity matrix 900 of FIG. 9, the
maximum size is six (i.e., the number of rows 910a-910f).
Based upon the disclosure provided herein, one of ordinary
skill in the art will recognize other numbers of layers that may
be processed in accordance with different embodiments of the
present invention. Where the CZS list is the maximum list
size, then all of the errors have been corrected and the layered
decode algorithm is considered to have converged which is
indicated to LDPC decoding circuit 470 as a convergence
indicator 476.

Alternatively, where it is determined that the current layer
does have conflicts with any of the other layers in the CZS list,
the latest layer exhibiting a conflict with the current layer is
identified. Thus, using the preceding example that refers to
FIG. 9, where the only conflict is that hard decision 16 is not
the same as hard decision 1, then the latest layer exhibiting a
conflict is the layer corresponding to row 910a. Further,
directed soft data perturbation circuit 479 dampens soft deci-
sion data corresponding to the locations of the hard decision
conflicts. Again, this may be done, for example, by multiply-
ing the LLR data corresponding to the conflicted hard deci-
sion by a scalar value. The scalar value may be a fixed scalar
value that may be, for example, user programmable. Alterna-
tively, the scalar value may vary as a function of either the size
of'the CZS list or as a function of the number of hard decision
modifications that have been made at the particular position.
The CZS list is updated to include the current layer and all
other layers forming a continuous set of layers back to the
latest layer exhibiting a conflict. Thus, using the preceding
example that refers to FIG. 9 and assuming the L[i] layer
corresponds to row 910c¢ and the latest layer exhibiting a
conflict is the L[i-2] layer corresponding to row 910a, then
the CZS list is modified to include the L[i] layer correspond-
ing to row 910c¢ and the L[i-1] layer corresponding to row
9106. The data including the dampened soft data is returned to
LDPC decoder circuit 470 as a data return 477 and used to
guide the next iteration of LDPC data decoding circuit 470.

Directed soft data perturbation circuit 479 determines
whether the current layer is the last layer in decoder input 452.
Thus, using parity check matrix 900 as an example, the maxi-
mum value of the layer counter is six (i.e., the number of rows
910a-910f). Again, based upon the disclosure provided
herein, one of ordinary skill in the art will recognize other
numbers of layers that may be processed in accordance with
different embodiments of the present invention. Where
directed soft data perturbation circuit 479 determines that the
current layer is not the last layer in decoder input 452, the next
layer is selected and the aforementioned processing is per-
formed on the next layer.

Alternatively, where directed soft data perturbation circuit
479 determines that the current layer is the last layer in
decoder input 452, it is determined by directed soft data
perturbation circuit 479 whether another local iteration is to
be performed. In some cases, ten local iterations are allowed
per each global iteration. Based upon the disclosure provided
herein, one of ordinary skill in the art will recognize another
number of local iterations that may be used in relation to
different embodiments of the present invention. Where
another local iteration is desired, the initial layer in decoder
input 452 is selected and the aforementioned processing is
performed on the initial layer. Alternatively, where no addi-
tional local iterations of the layered data decode algorithm are
desired, then a failure to converge is indicated via conver-
gence indicator 476.
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Where decoded output 471 fails to converge (i.e., fails to
yield the originally written data set) and a number of local
iterations through LDPC decoding circuit 470 exceeds a
threshold, but an allowable number of global iterations is not
yet exceeded, the resulting decoded output is provided as a
decoded output 454 back to central memory circuit 450 where
it is stored awaiting another global iteration through a data
detector circuit included in data detector circuit 430. Prior to
storage of decoded output 454 to central memory circuit 450,
decoded output 454 is globally de-interleaved to yield a glo-
bally de-interleaved output 488 that is stored to central
memory circuit 450. The global de-interleaving reverses the
global interleaving earlier applied to stored codeword 486 to
yield decoder input 452. When a data detector circuit
included in data detector circuit 430 becomes available, a
previously stored de-interleaved output 488 is accessed from
central memory circuit 450 and locally de-interleaved by a
de-interleaver circuit 444. De-interleaver circuit 444 re-ar-
ranges decoder output 448 to reverse the shuffling originally
performed by interleaver circuit 442. A resulting de-inter-
leaved output 497 is provided to data detector circuit 430
where it is used to guide subsequent detection of a corre-
sponding data set previously received as equalized output
425.

Alternatively, where the decoded output converges (i.e.,
yields the originally written data set), the resulting decoded
output is provided as an output codeword 472 to a de-inter-
leaver circuit 480 that rearranges the data to reverse both the
global and local interleaving applied to the data to yield a
de-interleaved output 482. De-interleaved output 482 is pro-
vided to a hard decision buffer circuit 428 buffers de-inter-
leaved output 482 as it is transferred to the requesting host as
a hard decision output 429.

As yet another alternative, where decoded output 471 fails
to converge (i.e., fails to yield the originally written data set),
a number of local iterations through LDPC decoding circuit
470 exceeds a threshold, and a number of global iterations
through data detector circuit 430 and LDPC data decoding
circuit 470 exceeds a threshold, the result of the last pass
through LDPC decoding circuit 470 is provided as a decoded
output along with an error indicator (not shown).

Turningto FIG.5A, aflow diagram 500 shows a method for
data processing including data detection that may be used in
relation to one or more embodiments of the present invention.
Following flow diagram 500, it is determined whether a data
set or codeword is ready for application of a data detection
algorithm (block 505). In some cases, a data set is ready when
it is received from a data decoder circuit via a central memory
circuit. In other cases, a data set is ready for processing when
it is first made available from a front end processing circuit.
Where a data set is ready (block 505), it is determined whether
a data detector circuit is available to process the data set
(block 510).

Where the data detector circuit is available for processing
(block 510), the data set is accessed by the available data
detector circuit (block 515). The data detector circuit may be,
for example, a Viterbi algorithm data detector circuit or a
maximum a posteriori data detector circuit. Where the data set
is a newly received data set (i.e., a first global iteration), the
newly received data set is accessed. In contrast, where the
data set is a previously received data set (i.e., for the second or
later global iterations), both the previously received data set
and the corresponding decode data available from a preceding
global iteration (available from a central memory) is
accessed. The accessed data set is then processed by applica-
tion of a data detection algorithm to the data set (block 520).
Where the data set is a newly received data set (i.e., a first
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global iteration), it is processed without guidance from
decode data available from a data decoder circuit. Alterna-
tively, where the data set is a previously received data set (i.e.,
for the second or later global iterations), it is processed with
guidance of corresponding decode data available from pre-
ceding global iterations. Application of the data detection
algorithm yields a detected output. A derivative of the
detected output is stored to the central memory (block 525).
The derivative of the detected output may be, for example, an
interleaved or shuffled version of the detected output.

Turning to FIG. 5B, a flow diagram 501 shows a counter-
part of the method described above in relation to FIG. 5A.
Following flow diagram 501, in parallel to the previously
described data detection process of FIG. 5A, it is determined
whether a data decoder circuit is available (block 506). The
data decoder circuit may be a low density data decoder circuit
in accordance with one or more embodiments of the present
invention. Where the data decoder circuit is available (block
506), it is determined whether a derivative of a detected
output is available for processing in the central memory
(block 511). Where such a data set is ready (block 511), the
previously stored derivative of a detected output is accessed
from the central memory and used as a received codeword
(block 516).

A layered decode algorithm including directed soft data
perturbation on the accessed detected output is applied to
yield a decoded output (block 521). This block is shown in
dashed lines as it may include different approaches for apply-
ing the algorithm. Different embodiments of the present
invention apply different layered decoding algorithms similar
to those discussed below in relation to FIGS. 6-8. LDPC
message passing decoders are suboptimal decoding algo-
rithms that iterate reliability messages between the parity
checks functions until all checks agree on the hard decision
values of the LDPC codewords. This indicates that the most
likely codeword is found based on the noisy received code-
word. During iterative decoding, the LLR of the bit nodes
may oscillate between different signs delaying the conver-
gence of the decoder or preventing the decoder from converg-
ing to a codeword by the maximum allowed number of itera-
tions. In some examples where flash memories are used, in the
beginning of life or for high reliability cells like single level
cells, few errors exist and directed flipping of a few LLR can
lead to the correct codeword and prevent the decoder from
being trapped in a “near codeword” or a trapping set. In
addition saturated LLR is the only available information in
normal mode decoding and higher precision LLR is only
available in retry to improve overall system throughput, as
soft LLR require multiple slow flash reads to obtain. Instead
ofimplementing two decoding engines, a directed bit flipping
type decoder for normal mode operation at the beginning of
life, and a message passing decoder for retry at the end of life,
a thin layer of directed decision flipping is added to the
message passing decoder that is guided by hard decision
oscillations and dynamic syndrome calculation.

To facilitate the aforementioned processing, a running list
of layers that resulted in zero syndromes is maintained (i.e,
the CZS List). Any change in a hard decision indicates that the
syndrome values corresponding to the old value of this bit are
no longer valid and need to be revisited. Which reduces the
size of the running list to a smaller value. In various embodi-
ments of the present invention, a change in a hard decision
does not trigger a recalculation of the whole syndrome. The
syndrome is calculated only for the current layer, which
reduces unnecessary calculation of layer syndromes at each
layer processing. Such approaches are most useful for sparse
low column weight H-matrices, because method utilizes the
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fact that current circulant in current layer shares variable
nodes with a smaller number of previous layers. In some
cases, the approaches only save hard decision outputs corre-
sponding to the last non-zero circulant sharing a variable node
with current non-zero circulant in current layer, and all such
information is already naturally saved in layered LDPC
decoder architectures. By maintaining statistics on how often
hard decision changes for the current bit or symbol, a measure
of reliability is derived that prevents that bit or symbol from
oscillating often and delaying convergence. The larger the
CZS list becomes, the closer the layered data decoding algo-
rithm is to a codeword and LLR perturbation is less likely to
lead to divergence to another codeword or delaying the cor-
rection of authentic errors.

Turning to FIG. 6, a flow diagram 600 shows one imple-
mentation of applying the layered decode algorithm of block
521 is discussed in accordance with some embodiments of the
present invention. In the approach discussed in relation to
FIG. 6, a CZS list is maintained for layers that completely
agreed on the hard decision values of all variables nodes of the
layered data decoding algorithm. Any change in a hard deci-
sion indicates that the syndrome values corresponding to the
old value of this bit are no longer valid and need to be revis-
ited, and as such the size of the CZS list is reduced to only
include layers which are in complete agreement. Of note, a
change in a hard decision between layers does not trigger a
recalculation of the whole syndrome for the previously
decoded conflicting layer. The syndrome is calculated only
for the current layer, which reduces unnecessary calculation
of layer syndromes at each layer processing. Following flow
diagram 600, it is determined whether the next iteration is an
initial local iteration of the layered data decode algorithm
(block 605). Where it is the initial iteration of the layered
decode algorithm (block 605), a layer counter (i) is set equal
to zero and the “CZS List” is emptied (block 610).

A low density parity check decoding algorithm is applied
to the layer of the decoder input indicated by the layer counter
(i.e., the L[i] layer) (block 615). It is determined whether the
processing during the low density parity check decoding
resulted in a zero syndrome value (e.g., all parity check equa-
tions for the layer were resolved corrected)(block 620).
Where the syndrome for the L[i] layer is not zero (i.e., an error
remains in the layer) (block 620), the CZS list is emptied
(block 625).

Alternatively, where the syndrome for the L[1] layer is zero
(e.g., all of the parity check equations resolve) (block 620), it
is determined whether any of the hard decisions for the cur-
rent layer are in conflict with any of the hard decisions from
other layers identified in the CZS list (block 630). This is done
by assuring that each hard decision in the current result (i.e.,
the hard decisions for the L[i] layer) is the same as each result
from the other layers indicated in the CZS list for the same
column position. FIG. 9 shows an example parity check
matrix 900 including rows 9104-910f that are processed as
layers, and columns 920a-920p that are used to compare with
other layers. Elements 0-49 indicate locations of hard deci-
sions in parity check matrix. Using parity check matrix as an
example and assuming the most recently processed layer
corresponds to row 910¢ and the CZS list only includes hard
decisions corresponding to row 910a (i.e., the L[i-2] layer
and row 9105 (i.e., the L[i-1]) layer, then checking to assure
that the hard decision in the current result is the same as each
result from the other layers indicated in the CZS list for the
same column position includes: assuring that a hard decision
16 is the same as a hard decision 1 (i.e., there are no conflicts
between the hard decisions in column 920c¢); assuring that a
hard decision 17 is the same as ahard decision 9 (i.e., there are
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no conflicts between the hard decisions in column 9204);
assuring that a hard decision 18 is the same as a hard decision
10 (i.e., there are no conflicts between the hard decisions in
column 920e); assuring that a hard decision 20 is the same as
ahard decision 3 (i.e., there are no conflicts between the hard
decisions in column 920%); assuring that a hard decision 21 is
the same as a hard decision 13 (i.e., there are no conflicts
between the hard decisions in column 9205); and assuring that
a hard decision 24 is the same as a hard decision 6 (i.e., there
are no conflicts between the hard decisions in column 920p).

Where it is determined that the L[1] layer does not have any
conflicts with any of the other layers in the CZS list (block
630), the L[1] layer is added to the CZS list (block 635). Thus,
using the preceding example that refers to FIG. 9 where it is
found that hard decision 16 is the same as a hard decision 1,
hard decision 17 is the same as a hard decision 9, hard deci-
sion 18 is the same as a hard decision 10, hard decision 20 is
the same as a hard decision 3, hard decision 21 is the same as
a hard decision 13, and hard decision 24 is the same as a hard
decision 6, then the CZS list is augmented to include the L[i]
corresponding to row 910c¢ in addition to the layers corre-
sponding to rows 910a and 9105. It is then determined
whether the CZS list has achieved its maximum list size
(block 640). The maximum size of the CZS list is the number
of layers in the parity matrix. Again, using parity matrix 900
of FIG. 9, the maximum size is six (i.e., the number of rows
910a-910f). Based upon the disclosure provided herein, one
of ordinary skill in the art will recognize other numbers of
layers that may be processed in accordance with different
embodiments of the present invention. Where the CZS list is
the maximum list size (block 640), then all of the errors have
been corrected and the layered decode algorithm is consid-
ered to have converged which is indicated (block 645). Where
such convergence is achieved, the process is returned to block
526 of FIG. 5B.

Alternatively, where it is determined that the L[i] layer
does have conflicts with any of the other layers in the CZS list
(block 630), the latest layer exhibiting a conflict with the L[i]
layer is identified (block 650). Thus, using the preceding
example that refers to FIG. 9, where the only conflict is that
hard decision 16 is not the same as hard decision 1, then the
latest layer exhibiting a conflict is the layer corresponding to
row 910a. The CZS list is updated to include the most recent
layer (i.e., the L[i] layer) and all other layers forming a con-
tinuous set of layers back to the latest layer exhibiting a
conflict (block 655). Thus, using the preceding example that
refers to FIG. 9 and assuming the L[i] layer corresponds to
row 910c and the latest layer exhibiting a conflict is the L[i-2]
layer corresponding to row 910a, then the CZS list is modified
to include the L[i] layer corresponding to row 910¢ and the
L[i-1] layer corresponding to row 9104.

It is then determined whether the layer counter (i) is a
maximum value (block 660). The maximum value of the layer
counter is the total number of layers less one. Thus, using
parity check matrix 900 as an example, the maximum value of
the layer counter is six (i.e., the number of rows 910a-910f).
Again, based upon the disclosure provided herein, one of
ordinary skill in the art will recognize other numbers of layers
that may be processed in accordance with different embodi-
ments of the present invention. Where the layer counter is less
than the maximum value (block 660), the layer counter is
incremented (block 665) and the processes discussed above in
relation to blocks 615-660 is repeated for the next layer indi-
cated by the layer counter (i.e., the L[i+1] layer).

Alternatively, where the layer counter is equal to the maxi-
mum value (block 660) indicating the completion of a local
iteration of the data decoding algorithm, it is determined



US 9,184,954 B1

19

whether another local iteration is to be performed (block
670). In some cases, ten local iterations are allowed per each
global iteration. Based upon the disclosure provided herein,
one of ordinary skill in the art will recognize another number
of local iterations that may be used in relation to different
embodiments of the present invention. Where another local
iteration is desired (block 670), the layer counter (i) is reset to
zero (block 680) and the processes discussed above in relation
to blocks 615-660 are repeated for the initial layer corre-
sponding to a layer counter value of zero (i.e., the L[ 0] layer).
Alternatively, where no additional local iterations of the lay-
ered data decode algorithm are desired (block 670), then a
failure to converge is indicated (block 675) and the process is
returned to block 526 of FIG. 5B.

Turning to FIG. 7, another flow diagram 700 shows one
implementation of applying the layered decode algorithm of
block 521 is discussed in accordance with some embodiments
of'the present invention. In this approach, when a codeword is
close to convergence changing a limited number of hard
decision values allows for reducing the number of hard deci-
sion conflicts and thereby artificially increasing the size of the
CZS8 list that is maintained without divergence. In some cases,
the reversal of the conflicts in the hard decisions may be done
by changing the sign of the a posteriori LLR data of a current
layer or the latest layer exhibiting a conflict. Such an a pos-
teriori LLR data is obtained by adding the variable node to
check node message of the current bit or symbol to the check
node to variable node message from the last non-zero circu-
lant at the same column. In some cases, a counter of how
many hard decision modifications of the current variable bit
occurred since the start of decoding helps to decide whether
the current bit is a reliable candidate for hard decision modi-
fication. Where the syndrome of a current layer is non-zero,
an odd number of hard decision modifications is needed to
make the current syndrome value zero and increase the size of
the CZS list. In some embodiments, there is a budget of
allowable number of hard decision modifications per layer
and another budget of an overall number of hard decision
modifications that are allowed for the combined layers. Lim-
iting the number of allowable hard decision modifications
reduces the possibility of increased mis-correction probabil-
ity. Following flow diagram 700, it is determined whether the
next iteration is an initial local iteration of the layered data
decode algorithm (block 705). Where it is the initial iteration
of the layered decode algorithm (block 705), a layer counter
(1) is set equal to zero and the CZS List is emptied (block 710).

A low density parity check decoding algorithm is applied
to the layer of the decoder input indicated by the layer counter
(i.e., the L[i] layer) (block 715). It is determined whether the
processing during the low density parity check decoding
resulted in a zero syndrome value (e.g., all parity check equa-
tions for the layer were resolved corrected)(block 720).
Where the syndrome for the L[i] layer is not zero (i.e., an error
remains in the layer) (block 720), it is determined whether the
size of the CZS list exceeds an interim threshold (block 733).
The interim size is a size sufficient to indicate that the cur-
rently processing codeword is close to convergence. As one
example, the interim size may be a size within three of a full
CZS8 list. Based upon the disclosure provided herein, one of
ordinary skill in the art may recognize other sizes that may be
used as the interim size in accordance with different embodi-
ments of the present invention.

Where it is determined that the CZS list is not greater than
the interim size (block 733), the CZS list is emptied (block
725). Alternatively, where it is determined that the CZS list is
greater than the interim size (block 733), it is determined
whether a limited, odd number of location value changes can
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be identified to make the syndrome equal to zero (i.e., can a
limited, odd number of decision flips yield a syndrome of zero
for the L[i] layer?)(block 743). In some embodiments of the
present invention, the limited, odd number of location value
changes is less than ten percent of the number of bits or
symbols for a given layer. Where such value changes are not
capable of yielding a value of zero for the syndrome (block
790), the CZS list is emptied (block 725). Alternatively,
where such value changes are capable of yielding a value of
zero for the syndrome (block 790), the value changes are
made (block 753) and the process resumes at block 730.

Alternatively, where the syndrome for the L[] layer is zero
(e.g., all of the parity check equations resolve) (block 720), it
is determined whether any of the hard decisions for the cur-
rent layer are in conflict with any of the hard decisions from
other layers identified in the CZS list (block 730). This is done
by assuring that each hard decision in the current result (i.e.,
the hard decisions for the L[i] layer) is the same as each result
from the other layers indicated in the CZS list for the same
column position. Again, FIG. 9 shows an example parity
check matrix 900 including rows 9104-910f that are pro-
cessed as layers, and columns 9204-920p that are used to
compare with other layers. Elements 0-49 indicate locations
of hard decisions in parity check matrix. Using parity check
matrix as an example and assuming the most recently pro-
cessed layer corresponds to row 910¢ and the CZS list only
includes hard decisions corresponding to row 910q (i.c., the
L[i-2] layer and row 9105 (i.e., the L[i-1]) layer, then check-
ing to assure that the hard decision in the current result is the
same as each result from the other layers indicated in the CZS
list for the same column position includes: assuring that a
hard decision 16 is the same as a hard decision 1 (i.e., there are
no conflicts between the hard decisions in column 920c¢);
assuring that a hard decision 17 is the same as a hard decision
9 (i.e., there are no conflicts between the hard decisions in
column 9204); assuring that a hard decision 18 is the same as
ahard decision 10 (i.e., there are no conflicts between the hard
decisions in column 920e); assuring that a hard decision 20 is
the same as a hard decision 3 (i.e., there are no conflicts
between the hard decisions in column 920/); assuring that a
hard decision 21 is the same as a hard decision 13 (i.e., there
are no conflicts between the hard decisions in column 9205);
and assuring that a hard decision 24 is the same as a hard
decision 6 (i.e., there are no conflicts between the hard deci-
sions in column 920p).

Where it is determined that the L[1] layer does not have any
conflicts with any of the other layers in the CZS list (block
730), the L[i] layer is added to the CZS list (block 635). Thus,
using the preceding example that refers to FIG. 9 where it is
found that hard decision 16 is the same as a hard decision 1,
hard decision 17 is the same as a hard decision 9, hard deci-
sion 18 is the same as a hard decision 10, hard decision 20 is
the same as a hard decision 3, hard decision 21 is the same as
a hard decision 13, and hard decision 24 is the same as a hard
decision 6, then the CZS list is augmented to include the L[i]
corresponding to row 910c¢ in addition to the layers corre-
sponding to rows 910a and 9105. It is then determined
whether the CZS list has achieved its maximum list size
(block 740). The maximum size of the CZS list is the number
of layers in the parity matrix. Again, using parity matrix 900
of FIG. 9, the maximum size is six (i.e., the number of rows
910a-910f). Based upon the disclosure provided herein, one
of ordinary skill in the art will recognize other numbers of
layers that may be processed in accordance with different
embodiments of the present invention. Where the CZS list is
the maximum list size (block 740), then all of the errors have
been corrected and the layered decode algorithm is consid-



US 9,184,954 B1

21

ered to have converged which is indicated (block 745). Where
such convergence is achieved, the process is returned to block
526 of FIG. 5B.

Alternatively, where it is determined that the L[i] layer
does have conflicts with any of the other layers in the CZS list
(block 730), the latest layer exhibiting a conflict with the L[i]
layer is identified (block 750). Thus, using the preceding
example that refers to FIG. 9, where the only conflict is that
hard decision 16 is not the same as hard decision 1, then the
latest layer exhibiting a conflict is the layer corresponding to
row 910a. In addition, itis determined whether a limited, even
number of decision flips can be identified to make the latest
layer exhibiting a conflict farther in the past (i.e., can a lim-
ited, even number of decision flips increase the distance
between the L[i] layer and the layer exhibiting a conflict?)
(block 723). In the case of binary decoding, a decision flip is
the change of a hard decision from one binary state to another
binary state. In some embodiments of the present invention,
the limited, even number of decision flips is less than ten
percent of the number of hard decisions in a given layer.
Based upon the disclosure provided herein, one of ordinary
skill in the art will recognize other numbers that may be used
in relation to different embodiments of the present invention.
As an example, assume that the layer L[i-2] exhibits four
conflicts with the layer L[i], that the number four is less than
or equal to the limited, even number of decision flips, and that
flipping the decisions inthe Layer [i-2] resolves all conflicts
between the layer [[i] and the layer L[ 1-5], then the condition
of block 793 would be met.

Where the condition of block 723 is met, the identified
conflicting hard decisions are modified to resolve the conflict
(block 727), and the processes of blocks 750, 723 are repeated
for the new CZS list. Alternatively, where the condition of
block 723 is not met, the CZS list is updated to include the
most recent layer (i.e., the L[i] layer) and all other layers
forming a continuous set of layers back to the latest layer
exhibiting a conflict (block 755). Thus, using the previously
discussed example where the next conflict is with the L[i-5]
layer, then the CZS list is modified to include the L[i] layer,
the L[i-1] layer, the L[i-2] layer, the L[i-3] layer and the
L[i-4] layer.

It is then determined whether the layer counter (i) is a
maximum value (block 760). The maximum value of the layer
counter is the total number of layers less one. Where the layer
counter is less than the maximum value (block 760), the layer
counter is incremented (block 765) and the processes dis-
cussed above in relation to blocks 715-760 are repeated for
the next layer indicated by the layer counter (i.e., the L[i+1]
layer). Alternatively, where the layer counter is equal to the
maximum value (block 760) indicating the completion of a
local iteration of the data decoding algorithm, it is determined
whether another local iteration is to be performed (block
770). Where another local iteration is desired (block 770), the
layer counter (i) is reset to zero (block 780) and the processes
discussed above in relation to blocks 715-760 is repeated for
the initial layer corresponding to a layer counter value of zero
(i.e., the L[0] layer). Alternatively, where no additional local
iterations of the layered data decode algorithm are desired
(block 770), then a failure to converge is indicated (block 775)
and the process is returned to block 526 of FIG. 5B.

Turning to FIG. 8, another flow diagram 800 shows one
implementation of applying the layered decode algorithm of
block 521 is discussed in accordance with some embodiments
of the present invention. This approach relies on a presump-
tion that where hard decision conflicts are identified, it is an
indication of weak confidence at that location. The approach
reduces the soft data corresponding to locations where there
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is a hard decision conflict, thus causing the next local iteration
and/or global iteration to make changes to that location.
While not specifically disclosed herein, it should be noted that
such soft data dampening may be combined with the hard
decision modification approach of FIG. 7. In some cases, the
soft data dampening may be implemented by multiplying the
soft data by a scalar value. In some cases, the scalar value is
user programmable. A more aggressive dampening (i.e., use
of'alower scalar value) may be used as convergence is closer.
Said another way, the scalar may be varied as a function of the
size of the CZS list. In one particular embodiment of the
present invention, a larger CZS list indicates a closer conver-
gence and thus a lower scalar value is selected compared with
a smaller scalar value selected for a smaller CZS list. As one
particular example, where the CZS list is less than three
layers, a scalar value of 0.7 is used. Where the CZS list grows
to five layers, a scalar value of 0.5 is used. Where the CZS list
grows to seven layers, a scalar value of 0.3 is used. Based
upon the disclosure provided herein, one of ordinary skill in
the art will recognize other scalar values that may be used as
a function of the size of the CZS list. Alternatively, the scalar
value may be selected as a function of how often a particular
hard decision has been modified. A large number of modifi-
cations indicating a weaker confidence, and thus a lower
scalar value. Following flow diagram 800, it is determined
whether the next iteration is an initial local iteration of the
layered data decode algorithm (block 805). Where it is the
initial iteration of the layered decode algorithm (block 805),
a layer counter (i) is set equal to zero and the CZS List is
emptied (block 810).

A low density parity check decoding algorithm is applied
to the layer of the decoder input indicated by the layer counter
(i.e., the L[i] layer) (block 815). It is determined whether the
processing during the low density parity check decoding
resulted in a zero syndrome value (e.g., all parity check equa-
tions for the layer were resolved corrected)(block 820).
Where the syndrome for the L[] layer is not zero (i.e., an error
remains in the layer) (block 820), the CZS list is emptied
(block 825).

Alternatively, where the syndrome for the L[] layer is zero
(e.g., all of the parity check equations resolve) (block 820), it
is determined whether any of the hard decisions for the cur-
rent layer are in conflict with any of the hard decisions from
other layers identified in the CZS list (block 830). This is done
by assuring that each hard decision in the current result (i.e.,
the hard decisions for the L[i] layer) is the same as each result
from the other layers indicated in the CZS list for the same
column position. Again, FIG. 9 shows an example parity
check matrix 900 including rows 9104-910f that are pro-
cessed as layers, and columns 9204-920p that are used to
compare with other layers. Elements 0-49 indicate locations
of hard decisions in parity check matrix. Using parity check
matrix as an example and assuming the most recently pro-
cessed layer corresponds to row 910¢ and the CZS list only
includes hard decisions corresponding to row 910q (i.c., the
L[i-2] layer and row 9105 (i.e., the L[i-1]) layer, then check-
ing to assure that the hard decision in the current result is the
same as each result from the other layers indicated in the CZS
list for the same column position includes: assuring that a
hard decision 16 is the same as a hard decision 1 (i.e., there are
no conflicts between the hard decisions in column 920c¢);
assuring that a hard decision 17 is the same as a hard decision
9 (i.e., there are no conflicts between the hard decisions in
column 9204); assuring that a hard decision 18 is the same as
ahard decision 10 (i.e., there are no conflicts between the hard
decisions in column 920e); assuring that a hard decision 20 is
the same as a hard decision 3 (i.e., there are no conflicts
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between the hard decisions in column 920/); assuring that a
hard decision 21 is the same as a hard decision 13 (i.e., there
are no conflicts between the hard decisions in column 9205);
and assuring that a hard decision 24 is the same as a hard
decision 6 (i.e., there are no conflicts between the hard deci-
sions in column 920p).

Where it is determined that the L[i] layer does not have any
conflicts with any of the other layers in the CZS list (block
830), the L[i] layer is added to the CZS list (block 835). Thus,
using the preceding example that refers to FIG. 9 where it is
found that hard decision 16 is the same as a hard decision 1,
hard decision 17 is the same as a hard decision 9, hard deci-
sion 18 is the same as a hard decision 10, hard decision 20 is
the same as a hard decision 3, hard decision 21 is the same as
a hard decision 13, and hard decision 24 is the same as a hard
decision 6, then the CZS list is augmented to include the L[i]
corresponding to row 910c¢ in addition to the layers corre-
sponding to rows 910a and 9105. It is then determined
whether the CZS list has achieved its maximum list size
(block 840). The maximum size of the CZS list is the number
of layers in the parity matrix. Again, using parity matrix 900
of FIG. 9, the maximum size is six (i.e., the number of rows
910a-9107). Where the CZS list is the maximum list size
(block 840), then all of the errors have been corrected and the
layered decode algorithm is considered to have converged
which is indicated (block 845). Where such convergence is
achieved, the process is returned to block 526 of FIG. 5B.

Alternatively, where it is determined that the L[i] layer
does have conflicts with any of the other layers in the CZS list
(block 830), the latest layer exhibiting a conflict with the L[i]
layer is identified (block 850). Thus, using the preceding
example that refers to FIG. 9, where the only conflict is that
hard decision 16 is not the same as hard decision 1, then the
latest layer exhibiting a conflict is the layer corresponding to
row 910a. Further, soft decision data corresponding to the
locations of the hard decision conflicts are dampened (block
823). Again, this may be done, for example, by multiplying
the LLR data corresponding to the conflicted hard decision by
a scalar value. The scalar value may be a fixed scalar value
that may be, for example, user programmable. Alternatively,
the scalar value may vary as a function of either the size of the
CZS list or as a function of the number of hard decision
modifications that have been made at the particular position.
The CZS list is updated to include the most recent layer (i.e.,
the L[i] layer) and all other layers forming a continuous set of
layers back to the latest layer exhibiting a conflict (block
855). Thus, using the preceding example that refers to FIG. 9
and assuming the L[i] layer corresponds to row 910¢ and the
latest layer exhibiting a conflict is the L[i-2] layer corre-
sponding to row 910a, then the CZS list is modified to include
the L[i] layer corresponding to row 910¢ and the [[i-1] layer
corresponding to row 9104.

It is then determined whether the layer counter (i) is a
maximum value (block 860). The maximum value of the layer
counter is the total number of layers less one. Thus, using
parity check matrix 900 as an example, the maximum value of
the layer counter is six (i.e., the number of rows 910a-910f).
Again, based upon the disclosure provided herein, one of
ordinary skill in the art will recognize other numbers of layers
that may be processed in accordance with different embodi-
ments of the present invention. Where the layer counter is less
than the maximum value (block 860), the layer counter is
incremented (block 865) and the processes discussed above in
relation to blocks 815-860 is repeated for the next layer indi-
cated by the layer counter (i.e., the L[i+1] layer).

Alternatively, where the layer counter is equal to the maxi-
mum value (block 860) indicating the completion of a local
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iteration of the data decoding algorithm, it is determined
whether another local iteration is to be performed (block
870). In some cases, ten local iterations are allowed per each
global iteration. Based upon the disclosure provided herein,
one of ordinary skill in the art will recognize another number
of local iterations that may be used in relation to different
embodiments of the present invention. Where another local
iteration is desired (block 870), the layer counter (i) is reset to
zero (block 880) and the processes discussed above in relation
to blocks 815-860 are repeated for the initial layer corre-
sponding to a layer counter value of zero (i.e., the L[0] layer).
Alternatively, where no additional local iterations of the lay-
ered data decode algorithm are desired (block 870), then a
failure to converge is indicated (block 875) and the process is
returned to block 526 of FIG. 5B.

Returning to FIG. 5B, it is determined whether the layered
decode algorithm converged (i.e., resulted in the originally
written data) (block 526). Where the layered decode algo-
rithm converged (block 526), the resulting decoded output is
provided as an output codeword (block 531). Alternatively,
where the layered decode algorithm failed to converge (block
526), it is determined whether another global iteration is
desired (block 556). Where another global iteration is desired
(block 556), a derivative of the decoded output is stored to the
central memory to await reprocessing using the data detection
algorithm as discussed in relation to FIG. 5A (block 546).
Alternatively, where another global iteration is not desired
(block 556), the failure to converge is indicated as an error
(block 562).

It should be noted that the various blocks discussed in the
above application may be implemented in integrated circuits
along with other functionality. Such integrated circuits may
include all of the functions of a given block, system or circuit,
ora subset of the block, system or circuit. Further, elements of
the blocks, systems or circuits may be implemented across
multiple integrated circuits. Such integrated circuits may be
any type of integrated circuit known in the art including, but
are not limited to, a monolithic integrated circuit, a flip chip
integrated circuit, a multichip module integrated circuit, and/
or a mixed signal integrated circuit. It should also be noted
that various functions of the blocks, systems or circuits dis-
cussed herein may be implemented in either software or firm-
ware. In some such cases, the entire system, block or circuit
may be implemented using its software or firmware equiva-
lent. In other cases, the one part of a given system, block or
circuit may be implemented in software or firmware, while
other parts are implemented in hardware.

In conclusion, the invention provides novel systems,
devices, methods and arrangements for data processing.
While detailed descriptions of one or more embodiments of
the invention have been given above, various alternatives,
modifications, and equivalents will be apparent to those
skilled in the art without varying from the spirit of the inven-
tion. Therefore, the above description should not be taken as
limiting the scope of the invention, which is defined by the
appended claims.

What is claimed is:

1. A data processing system, the system comprising:

a layered decoder circuit operable to apply a data decode
algorithm to a first layer of a decoder input to yield a first
set of hard decision data and a first syndrome, and to a
second layer of a decoder input to yield a second set of
hard decision data and a second syndrome;

a data perturbation circuit operable to maintain a list of
continuous layers exhibiting a zero value syndrome,
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wherein the list of continuous layers exhibiting a zero
value syndrome includes hard decision data for each
layer in the list.

2. The system of claim 1, wherein the data perturbation
circuit is further operable to:

empty the list of continuous layers exhibiting a zero value

syndrome when the second syndrome is non-zero.

3. The system of claim 1, wherein the list of continuous
layers exhibiting a zero value includes the first set of hard
decision data, the data perturbation circuit is further operable
to:

compare the second set of hard decision data with corre-

sponding elements in the first set of hard decision data to
yield a set of conflicts, wherein the set of conflicts indi-
cates locations where the second set of hard decision
data does not agree with a corresponding element in the
first set of hard decision data.

4. The system of claim 3, wherein the data perturbation
circuit is further operable to:

dampen a soft decision corresponding to an element of the

second hard decision data at a location in the set of
conflicts.

5. The system of claim 4, wherein the data perturbation
circuit includes a multiplier circuit, and wherein dampening
the soft decision corresponding to the element of the second
hard decision data at the location in the set of conflicts
includes multiplying the soft decision by a scalar value.

6. The system of claim 5, wherein the scalar value is user
programmable.

7. The system of claim 5, wherein the scalar value varies as
a function of the number of layers represented in the list of
continuous layers exhibiting a zero value syndrome.

8. The system of claim 1, wherein the data perturbation
circuit is further operable to:

augment the list of continuous layers exhibiting a zero

value syndrome to include the second set of hard deci-
sion data when the second syndrome is non-zero.

9. The system of claim 1, wherein the data perturbation
circuit is further operable to:

determine that the second syndrome is non-zero; and

perform at least one decision flip in the second set of hard

decision data to yield a zero value for the second syn-
drome and an updated set of hard decision data.

10. The system of claim 9, wherein the data perturbation
circuit is further operable to:

augment the list of continuous layers exhibiting a zero

value syndrome to include the updated set of hard deci-
sion data.

11. The system of claim 1, wherein the data decode algo-
rithm is a low density parity check algorithm.

12. The system of claim 1, wherein the system is imple-
mented as part of a device selected from a group consisting of:
a communication device, and a storage device.

13. The system of claim 1, wherein the system is imple-
mented as part of an integrated circuit.
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14. A method for data processing, the method comprising:
applying a data decode algorithm by a data decoder circuit
to afirst layer of a decoder inputto yield a first set of hard
decision data and a first syndrome, and to a second layer
of a decoder input to yield a second set of hard decision
data and a second syndrome; and
maintaining a list of continuous layers exhibiting a zero
value syndrome, wherein the list of continuous layers
exhibiting a zero value syndrome includes at least the
first set of hard decision data.
15. The method of claim 14, the method further compris-
ing:
emptying the list of continuous layers exhibiting a zero
value syndrome when the second syndrome is non-zero.
16. The method of claim 14, wherein the list of continuous
layers exhibiting a zero value includes the first set of hard
decision data, the method further comprising:
comparing the second set of hard decision data with cor-
responding elements in the first set of hard decision data
to yield a set of conflicts, wherein the set of conflicts
indicates locations where the second set of hard decision
data does not agree with a corresponding element in the
first set of hard decision data.
17. The method of claim 16, the method further compris-
ing:
dampening a soft decision corresponding to an element of
the second hard decision data at a location in the set of
conflicts.
18. The method of claim 14, the method further compris-
ing:
augmenting the list of continuous layers exhibiting a zero
value syndrome to include the second set of hard deci-
sion data when the second syndrome is non-zero.
19. The method of claim 14, the method further compris-
ing:
determining that the second syndrome is non-zero; and
performing at least one decision flip in the second set of
hard decision data to yield a zero value for the second
syndrome and an updated set of hard decision data.
20. A storage device, the storage device comprising:
a storage medium;
a data access circuit operable to access information from
the storage medium as a processing input;
a data processing circuit including:

alayered decoder circuit operable to apply a data decode
algorithm to a first layer of a decoder input to yield a
first set ot hard decision data and a first syndrome, and
to a second layer of a decoder input to yield a second
set of hard decision data and a second syndrome,
wherein the decoder input is derived from the process-
ing input;

a data perturbation circuit operable to maintain a list of
continuous layers exhibiting a zero value syndrome,
wherein the list of continuous layers exhibiting a zero
value syndrome includes at least the first set of hard
decision data.



